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Foreword

This Technical Report has been produced by GISFI.

The contents of the present document are subject to continuing work within the Technical Working Group (TWG) and may change following formal TWG approval. Should the TWG modify the contents of the present document, it will be re-released by the TWG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TWG for information;

2
presented to TWG for approval;

3
or greater indicates TWG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document provides the scenario for the carrier grade characteristics required for services (voice, data and content management) offered in cloud environments by the Telcos. This document will be the input for developing an architecture which will help the Telcos to build a Carrier Grade Cloud Services. 
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

 [1]
Private Data Cloud for CSeON, GISFI#10, 2012-09, http://gisfi.org/wg_documents/GISFI_CSeON_201209312.ppt
[2]
Technical Report: CSeON Framework, Gap Analysis and Architecture, GISFI#10, 2012-09, http://gisfi.org/wg_documents/GISFI_CSeON_201209310.doc
…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

3
Definitions, symbols and abbreviations

Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

example: text used to clarify abstract rules by applying them literally.

3.2
Abbreviations

	CT
	Communication Technology

	IT
	Information Technology

	QoS
	Quality of Service

	SOA
	Service Oriented Architecture

	OTT
	Over The Top

	ASP
	Application Service Provider

	CGCSP
	Carrier Grade Cloud Service Provider


4
Introduction
Telcos manage data like Subscriber data, ring tones, advertisements, etc and now have evolved their business to provide multimedia data (music, video, live streaming) too. These data are usually provided by third party providers (Disney, Warner) or user generated (Photos, Camera Phone Videos, Short movies, compressed music). The demand of the content by the user in both CT and IT space (depending on the type and nature of content and its utilization) has increasingly posed technological challenges to deal on the front of QoS, scalability, availability and many other non-functional aspects for the Telco infrastructure.
With the proliferation of internet and usage of multimedia based communication, the user has evolved from being a consumer to a producer (Web 2.0 model), where user generated data is handled through various applications on the internet overlay. Telcos are known to provide services with a level of guarantee which is lacking in the current business operating over the top. To meet this enormous requirement, Telcos require a more flexible, dynamic infrastructure to manage the data of subscriber. This ideally refers to a Data Cloud. Cloud technologies are based on SOA model which are not real time in nature. So, Telcos require Carrier Grade Data Cloud which reflects real time attributes to Service Oriented Architecture.
Some important service characteristics of current telecom business scenario are:
· Isolation - User Information and Service related data in a Telecom infrastructure is mostly managed in a silo fashion.

· Diversity - Each service being delivered often produce diverse customer/user related data and are not managed in a central environment.

· Service specific preferences, sensitive service related information of user, etc.

· Redundancy - Blending of services further produces redundant data and are again forced to be siloed.

· Carrier Gradeness – The service infrastructure is designed to offer carrier grade service. (High performance, Availability)

· Scalability – With ICT convergence, the services and application sector will see explosion of user information to be managed.

· Even some kind of content (Photo, video) will be considered part of user profile information.

· Business Model – Operator will not manage the user information from a public cloud to satisfy the above requirements. User information is the key asset for Operators. Due to application explosion, 3rd party application developers and providers will play a crucial role in enhancing the business of the Operator. Need a secure way of sharing user information with application providers.
· OTT SP User Information Security & Privacy – Due to the faster service innovation by OTT service providers, users have risked their profile information with them. 

· Many cases of user information hacking.

The management of these service characteristics is critical for Telcos to operate on future service oriented business paradigms. The Carrier Grade Data Cloud should overcome the gaps within the above current service characteristics.
5
Business Model Perspective
To succeed in Today's business world, being competitive presents new challenges in this era of globalization. Strategic alliances and collaboration are necessary and partnerships are key factors. With the pace of competition today, outsourcing becomes an important strategy. And through outsourcing, the supplier company will be part of the service delivery value chain.
From a technology viewpoint, IT virtualization enables innovative business models to the enterprises by separating the concerns of business and technology management. Virtualization allows the creation of abstract services and provides the application developers with generic interfaces and APIs. Telcos may choose to invest in data service virtualization which provide carrier grade service quality parameters.

5.1       Telco-ASP
The Telco may choose to become a Carrier Grade Data Service Provider (CGDSP) and offer services to Application Service Providers (ASP). Carrier Gradeness is expressed here in the context of meeting the data service guarantees that Telcos offer through their network like Avaiability of five 9s, robustness, high performance, etc. For Carrier Grade Data Cloud, the generic interface hides the complexities of Data Storage, resource routing, transport and self organization.

[image: image2]
Figure 1: Telco-ASP Interactions
5.2        Telco-Telco
With the proliferation of application and services in the internet domain, the mobile subscriber is an avid producer of content which are currently managed by the over the top providers. The new challenge for Telco is supporting the prosumer role coupled with mobility. Traditionally, during roaming only subscriber data was required for offering services (voice, sms). In the Web 2.0 world, during roaming the subscriber’s content may also need to be shared via secure mechanisms for offering content rich services.
[image: image3]
6
Scenario for Cloud based User Profile Management
According to 3GPP specifications, HSS is the repository hosting the subscription related user profile to support the other network entities such as CSCF to handle calls or sessions. The data in HSS is basically maintained in a subscription record based fashion, and will be accessed during mobility management, call and/or session establishment process, access authorization, etc. Such a data request can be abstracted as a query or update with Subscription ID, IMPU or IMPI as the key.
Nowadays all the deployed IMS systems are central server based. Typically HSS is hosted on expensive ATCA or commercial servers demanding a high robustness. The current architecture works well. Nevertheless, there are some drawbacks other than the price.
a) Central server is not a solution scaling well.
b) A system with high scalability should let users expand the capacity just by on-demand provision of resources.

c) Mitigation of hot spot is not possible, even after identifying spare resources somewhere on the network.

d) The current CSCF-HSS communication pattern may cause a considerable signaling message interaction overload.
The below figure depicts a typical IMS based on distributed user profile management, we use a distributed data storage overlay to replace the HSS/S-CSCF pattern. The distributed overlay is composed of User Profile Management (UPM) nodes, in a self-organized fashion. Each CSCF can read/write user profile data by its overlay entry point, possibly an agent (as a client to the overlay) hosting on the same machine as the CSCF. Thus it’s not necessary to make the distinction between the P/S/I CSCF, so as to get a considerable reduction in signaling interactions.
In fact, this distributed UPM can support more scenarios beyond the IMS, such as a unified solution for all user related profile storage for application servers, or ordinary SIP proxy/registrars. This unified and simplified UPM scheme can reduce largely the OPEX, and use the investments efficiently, comparing with complex configurations today.
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Figure 3: Example of NG-IMS
From the perspective of Carrier Grade Data Cloud Service, the following aspects need consideration:

a) Data Storage: Creating the data space around the User Data schema where it is possible to address to part of data based on IMPI, IMPU and even general information like name, family name, social security number, etc. This highly distributed data store will be used for data write operations as well as read operations. The number of write operations being greatly less than the read operations. The consistency management module helps provide consistent view for read/write operations. The replica replacement will provide real-time updates for the updated data to the replicas. The indexes will be designed to support the data availability in a highly distributed network within 200ms.

b) Resource Routing: The resource routing manages the topology of the Cloud Service Nodes within the domain and across the domain. Any requests for data can be routed with efficiency over the huge Cloud network probably comprising of more than 100k nodes using the routing protocol. This routing can be used to localize data based on user mobility.

c) Transport: As inter domain and intra domain nodes will have access to differential bandwidth, the connection management will provide optimal usage of the underlying transport network. As inter-domain data communication is expensive, hence Traffic localization features can be used by other modules to identify optimal strategies for data sharing and access.

d) Self management: This feature specifically targets bringing down the OPEX of the provider. The dynamic provisioning of Cloud nodes like On-demand up-scaling; fault tolerance for data availability managing carrier gradeness (Five 9s availability) are few of the features that could be supported for HSS over Carrier Grade Data Cloud Service.
e) Interface Exposure: The interfaces should be as simple as GET/PUT APIs.
The suggestive architecture for the CG-Data Cloud Service involved in Distributed UPM is as shown below:
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Figure 4: Carrier Grade Data Cloud Service
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